Assignment 4: TCP/IP Architecture and
Network Communication

Part 1: Connectionless vs Connection-Oriented
Communication in TCP/IP

Introduction to Transport Layer Protocols

The transport layer of the TCP/IP model provides two primary protocols for data
communication: TCP (Transmission Control Protocol) and UDP (User Datagram Protocol).
These represent connection-oriented and connectionless communication respectively.

Connection-Oriented Communication (TCP)

Definition: Connection-oriented communication establishes a dedicated connection between
sender and receiver before data transmission begins. This connection is maintained throughout
the communication session.

Protocol: Transmission Control Protocol (TCP)

How It Works:

Three-Way Handshake (Connection Establishment):

SYN: Client sends synchronization request to server

SYN-ACK: Server acknowledges and sends its own synchronization

ACK: Client acknowledges server's synchronization
Connection is now established and ready for data transfer
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Data Transfer:

o Data is sent in segments with sequence numbers
o Each segment is acknowledged by receiver

o Lost segments are automatically retransmitted

e Flow control prevents overwhelming receiver

o Congestion control manages network capacity

Connection Termination (Four-Way Handshake):

FIN: One side initiates closure

ACK: Other side acknowledges

FIN: Other side sends its own termination
ACK: First side acknowledges completion
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Characteristics:

e Reliable: Guarantees delivery of all data

e Ordered: Data arrives in the same sequence sent

e Error-Checked: Detects and corrects errors

o Flow-Controlled: Prevents data overflow

o Acknowledgment-Based: Confirms receipt of data
e Full-Duplex: Bidirectional communication

e Overhead: Higher due to connection management

Features:

1. Reliability:
o Acknowledgments confirm data receipt
o Retransmission of lost packets
o Timeout mechanisms
2. Sequencing:
o Packets numbered sequentially
o Receiver reassembles in correct order
o Duplicate detection and removal
3. Error Control:
o Checksums detect corruption
o Automatic retransmission requests
o Error notification
4. Flow Control:
o Window-based mechanism
o Prevents buffer overflow
o Adapts to receiver capacity
5. Congestion Control:
o Monitors network conditions
o Adjusts transmission rate
o Prevents network collapse

Use Cases:

e Web browsing (HTTP/HTTPS)

e Email (SMTP, POP3, IMAP)

o File transfers (FTP, SFTP)

e Remote access (SSH, Telnet)

o Database connections

e Any application requiring reliable data delivery

Advantages:

e QGuaranteed delivery
o Data integrity maintained



e Ordered delivery

e Error detection and correction

o Suitable for critical data

e Widely supported and standardized

Disadvantages:

o Higher latency due to handshakes

e More overhead (headers, acknowledgments)
e Slower than connectionless protocols

e Requires more resources

e Not suitable for real-time applications

o Connection setup time

Connectionless Communication (UDP)

Definition: Connectionless communication sends data without establishing a prior connection.
Each data unit (datagram) is independent and treated separately.

Protocol: User Datagram Protocol (UDP)

How It Works:
1. Application creates data to send
2. UDP wraps data in datagram with minimal header
3. Datagram sent immediately to destination
4. No acknowledgment expected or received
5. No guarantee of delivery or order
6. Receiver processes datagrams as they arrive

Characteristics:

e Unreliable: No delivery guarantee

e Unordered: Packets may arrive out of sequence

e No Error Recovery: Lost packets not retransmitted
e No Flow Control: Sender can overwhelm receiver
e Lightweight: Minimal protocol overhead

o Fast: No connection setup delay

o Stateless: No connection state maintained

Features:

1. Simplicity:
o Minimal header (8 bytes vs TCP's 20+ bytes)
o No connection management
o Straightforward implementation



2. Speed:
o No handshake delays
o Immediate data transmission
o Lower latency
3. Efficiency:
o Less bandwidth overhead
o Fewer processing requirements
o Suitable for time-sensitive data
4. Broadcasting Support:
o Can send to multiple recipients
o Multicast capabilities
o Broadcast to entire network

Use Cases:

e Video streaming (YouTube, Netflix)
e Online gaming

e Voice over IP (VoIP)

e Live broadcasts

e DNS queries

e DHCP

e SNMP (network management)

e IoT device communication

o Real-time applications

o Situations where speed > reliability

Advantages:

o Faster transmission

e Lower latency

e Less overhead

e Supports broadcasting and multicasting
o Simpler implementation

o Better for real-time applications

o Doesn't require connection management

Disadvantages:

e No delivery guarantee

e No error correction

e No ordering guarantee

e No flow control

o Packets can be lost

e Duplicate packets possible

e Application must handle errors



Detailed Comparison

Aspect
Connection
Reliability Guaranteed delivery
Ordering Maintains sequence
Speed Slower (due to overhead)
Header Size 20-60 bytes
Error Checking  Extensive
Flow Control Yes

Congestion Control Yes
Acknowledgments Required

Retransmission Automatic

Use Case Reliable data transfer
Examples HTTP, FTP, Email
Overhead High

Resource Usage More intensive

State Management Stateful

Broadcasting Not supported
When to Use Each
Use TCP When:

o Data integrity is critical

o Complete data delivery is required

e Order of data matters

e Application can tolerate some latency

o Transferring files or important documents

o Financial transactions
e Email and messaging
e Web applications

Use UDP When:

e Speed is more important than reliability
o Some data loss is acceptable

e Real-time performance is critical

e Broadcasting to multiple recipients

o Low latency is essential

e Video/audio streaming

e Online gaming

Connection-Oriented (TCP) Connectionless (UDP)
Required before data transfer No connection needed

No guarantee

No ordering

Faster

8 bytes

Basic checksum only
No

No

Not used

Not available
Real-time applications
Streaming, Gaming, DNS
Low

Lightweight

Stateless

Supported



e Live communications
e Sensor data transmission

Hybrid Approaches
Some modern applications use both:
e Video Conferencing: TCP for control signals, UDP for audio/video

e Online Games: UDP for game state updates, TCP for chat and transactions
o Streaming Services: Adaptive protocols that can switch based on conditions

Part 2: TCP/IP and OSI Model Layers

The TCP/IP Model

The TCP/IP (Transmission Control Protocol/Internet Protocol) model is a practical, four-layer
framework that describes how data communications occur over networks. It's the foundation of
the modern Internet.

History: Developed in the 1970s by DARPA (Defense Advanced Research Projects Agency) for
ARPANET, which evolved into the Internet.

TCP/IP Layers (Top to Bottom)

Application Layer
(HTTP, FTP, SMTP, DNS, etc.)

Transport Layer
(TCP, UDP)

Internet Layer
(IP, ICMP, ARP) |

Network Access Layer
(Ethernet, Wi-Fi, PPP) |

Layer 4: Application Layer

Function: Provides network services directly to end-user applications. Handles high-level
protocols, data representation, and user interface.

Responsibilities:

e Application-level protocols



o Data formatting and presentation

e Session management

e User authentication

o Data encryption (application-level)

Protocols:

e HTTP/HTTPS: Web browsing
o FTP/SFTP: File transfer

e SMTP/POP3/IMAP: Email

e DNS: Domain name resolution
e SSH: Secure remote access

e Telnet: Remote terminal access
e SNMP: Network management
e DHCP: IP address assignment

Examples: Web browsers, email clients, FTP programs, messaging applications
Layer 3: Transport Layer

Function: Provides end-to-end communication services, including reliability, flow control, and
eITor recovery.

Responsibilities:
o Segmentation and reassembly
e Port addressing (source and destination)
o Connection establishment and termination
e Flow control
e Error detection and recovery
e Multiplexing multiple applications

Protocols:

¢ TCP: Reliable, connection-oriented
o UDP: Fast, connectionless

Port Numbers: Identifies specific applications
e Well-known ports: 0-1023 (HTTP=80, HTTPS=443, FTP=21)
o Registered ports: 1024-49151
e Dynamic ports: 49152-65535

Data Unit: Segment (TCP) or Datagram (UDP)

Layer 2: Internet Layer



Function: Routes packets across networks, handles logical addressing, and determines the best
path for data delivery.

Responsibilities:

e Logical addressing (IP addresses)
e Routing between networks

o Packet forwarding

o Fragmentation and reassembly

o Error notification (not correction)

Protocols:

o IP (IPv4/IPv6): Primary protocol, addressing and routing
e ICMP: Error messages and diagnostics (ping, traceroute)
e ARP: Maps IP addresses to MAC addresses

e IGMP: Multicast group management

Functions:

e Assigns and manages IP addresses

e Routes packets through multiple networks

e Handles network-to-network communication
e Manages time-to-live (TTL) for packets

Data Unit: Packet (IP datagram)
Layer 1: Network Access Layer (Link Layer)

Function: Handles physical transmission of data over network hardware. Defines how data is
physically sent through the network.

Responsibilities:

o Physical addressing (MAC addresses)
e Frame formatting

e Error detection (not correction)

e Media access control

o Physical hardware interaction

e Data link protocols

Technologies:
e Ethernet: Wired LAN technology

e Wi-Fi (802.11): Wireless LAN
¢ PPP: Point-to-Point Protocol



o Token Ring: Legacy LAN technology
e Frame Relay: WAN technology
e ATM: Asynchronous Transfer Mode

Components:
e Network Interface Cards (NICs)
e Switches
e (Cables and connectors

e Wireless access points

Data Unit: Frame

The OSI Model

The OSI (Open Systems Interconnection) model is a conceptual seven-layer framework
developed by the International Organization for Standardization (ISO) in 1984.

OSI Layers (Top to Bottom)

7. Application Layer
(User applications)

6. Presentation Layer
(Data formatting)

5. Session Layer
(Connection management)

4. Transport Layer
(End-to-end connections)

3. Network Layer
(Routing and addressing)

2. Data Link Layer
(Node-to-node transfer)

1. Physical Layer
(Physical transmission)

Layer 7: Application Layer
Function: Closest to end user, provides network services to applications.
Services: File transfers, email, network software services

Protocols: HTTP, FTP, SMTP, DNS, SNMP



Layer 6: Presentation Layer
Function: Data translation, encryption, and compression.
Services:

o Data formatting and conversion
Encryption/decryption

Data compression
Character encoding (ASCII, Unicode)

Examples: SSL/TLS, JPEG, MPEG, ASCII
Layer 5: Session Layer
Function: Establishes, manages, and terminates sessions between applications.
Services:
e Session establishment and termination
e Synchronization
e Dialog control
e Token management
Protocols: NetBIOS, RPC, SQL
Layer 4: Transport Layer
Function: Reliable data transfer, error recovery, flow control.
Services: Same as TCP/IP Transport Layer
Protocols: TCP, UDP, SCTP
Layer 3: Network Layer
Function: Logical addressing, routing, and path determination.
Services: Packet forwarding, routing, addressing
Protocols: IP, ICMP, IGMP, IPsec

Devices: Routers, Layer 3 switches

Layer 2: Data Link Layer



Function: Node-to-node data transfer, error detection.
Services:

e Frame formatting

e MAC addressing

e Error detection

e Flow control (local)

Sublayers:

e LLC (Logical Link Control): Error and flow control
e MAC (Media Access Control): Hardware addressing

Protocols: Ethernet, PPP, HDLC
Devices: Switches, bridges, NICs
Layer 1: Physical Layer
Function: Physical transmission of raw bit streams over physical medium.
Services:
o Bit-level transmission
o Physical specifications
e Signal encoding
e Transmission timing
Components: Cables, connectors, hubs, repeaters, modems
Characteristics: Voltage levels, data rates, cable types

TCP/IP vs OSI Model Comparison

TCP/IP Model OSI Model Function
Application Layer Application Layer (7) User applications
Application Layer Presentation Layer (6) Data formatting

Application Layer Session Layer (5) Session management
Transport Layer Transport Layer (4)  End-to-end communication
Internet Layer Network Layer (3)  Routing and addressing

Network Access Layer Data Link Layer (2) Node-to-node transfer
Network Access Layer Physical Layer (1) Physical transmission



Key Differences
Number of Layers:

o TCP/IP: 4 layers (practical model)
e OSI: 7 layers (theoretical model)

Development:

e TCP/IP: Developed from practical implementation
e OSI: Developed as a theoretical framework

Usage:

e TCP/IP: Widely used in real networks (Internet standard)
e OSI: Primarily used for teaching and reference

Flexibility:

o TCP/IP: More flexible, less strict
e OSI: More rigid, clearly defined boundaries

Protocol Independence:

e TCP/IP: Protocol-dependent model
e OSI: Protocol-independent framework

Mapping Between Models
TCP/IP Application Layer = OSI Layers 5, 6, 7

e The TCP/IP Application Layer combines the functions of OSI's Session, Presentation,
and Application layers

TCP/IP Transport Layer = OSI Layer 4

o Direct correspondence, same functionality
TCP/IP Internet Layer = OSI Layer 3

e Both handle routing and logical addressing
TCP/IP Network Access Layer = OSI Layers 1, 2

o Combines Physical and Data Link layer functions



Part 3: IPv4 vs IPv6 Comparison

Internet Protocol Overview

The Internet Protocol (IP) is responsible for addressing and routing packets across networks. It
exists in two major versions currently in use: IPv4 and IPv6.

IPv4 (Internet Protocol version 4)

Introduction: Developed in 1981, IPv4 has been the dominant Internet protocol for over 40
years.

Address Format:

Size: 32-bit address

Format: Dotted decimal notation

Example: 192.168.1.1

Structure: Four octets (8 bits each) separated by periods
Range: 0.0.0.0 to 255.255.255.255

Address Space:
o Total Addresses: Approximately 4.3 billion (23?)
e Problem: Insufficient for current Internet growth
o Status: Addresses exhausted in most regions

Address Classes (Historical):

Class A: 1.0.0.0 to 126.0.0.0 (large networks)

e Class B: 128.0.0.0 to 191.255.0.0 (medium networks)

e Class C: 192.0.0.0 to 223.255.255.0 (small networks)

e Class D: 224.0.0.0 to 239.255.255.255 (multicast)

e Class E: 240.0.0.0 to 255.255.255.255 (experimental)
Special Addresses:

Loopback: 127.0.0.1 (localhost)
Private Ranges:
o 10.0.0.0/8
o 172.16.0.0/12
o 192.168.0.0/16
Broadcast: 255.255.255.255
APIPA: 169.254.0.0/16 (automatic private IP)



Header:

e Size: 20-60 bytes
e Fields: 12 mandatory fields
o Complexity: More complex with options

Features:

e Manual or DHCP configuration

e Broadcast support

e NAT (Network Address Translation) required
e [Psec optional

o Fragmentation by routers and sending hosts

e Checksum in header

Advantages:

e Mature and well-established

e Widely supported

o Simple address format

o Extensive documentation

o Compatible with all legacy systems
e Large installed base

Disadvantages:

e Address exhaustion

e Complex NAT requirements

o Limited security features

e No built-in Quality of Service (QoS)
o Fragmentation overhead

o Large routing tables

e Manual configuration common

IPv6 (Internet Protocol version 6)
Introduction: Developed in 1998 to address IPv4 limitations, particularly address exhaustion.
Address Format:

e Size: 128-bit address

o Format: Hexadecimal colon notation

e Example: 2001:0db8:85a3:0000:0000:8a2¢:0370:7334

e Structure: Eight groups of four hexadecimal digits
e Abbreviated: 2001:db8:85a3::8a2¢:370:7334 (zeros omitted)



Address Space:

o Total Addresses: 340 undecillion (2'%®)
e Practical: Virtually unlimited addresses
e Allocation: More than enough for foreseeable future

Address Types:

Unicast: One-to-one communication
o Global Unicast: 2000::/3 (public addresses)
o Link-Local: fe80::/10 (local network only)
o Unique Local: fc00::/7 (private addresses)

Multicast: One-to-many (ff00::/8)

Anycast: One-to-nearest (uses unicast space)

No broadcast: Replaced by multicast

Special Addresses:

e Loopback: ::1

e Unspecified: :

o Link-Local: fe80::/10

e Documentation: 2001:db8::/32

Header:

e Size: Fixed 40 bytes

o Fields: 8 fields (simplified)

o Efficiency: More efficient processing

o Extension Headers: Optional additional headers

Features:

o Stateless Address Autoconfiguration (SLAAC)
e No broadcast (uses multicast)

e No NAT required (enough addresses)

e [Psec mandatory

o Fragmentation only by source

e No header checksum (offloaded to other layers)
e Built-in QoS support

o Simplified header structure

Advantages:
e Virtually unlimited addresses

e No NAT required
o Better security (IPsec mandatory)



o Simplified header for faster processing
e Better multicast support

e Autoconfiguration capabilities
o Improved routing efficiency

o Better mobile device support

o Hierarchical address allocation
e Built-in QoS and priority

Disadvantages:

e Complex address notation
e Slower adoption rate

e Not backward compatible with [Pv4
e Requires hardware/software updates

e Learning curve for administrators

e Dual-stack requirements during transition
e Some legacy systems incompatible

Detailed Comparison Table

Feature IPv4
Address Size 32-bit
Address Format Decimal
Total Addresses ~4.3 billion
Example 192.168.1.1
Header Size 20-60 bytes
Header Checksum Yes
Fragmentation  Routers and hosts
Configuration Manual/DHCP
NAT Required  Yes (typically)
IPsec Optional
Broadcast Yes
QoS Limited
Address Classes Yes (obsolete)
Private Addresses 3 ranges
Security Add-on
Routing Complex

Packet Size

IPv6
128-bit
Hexadecimal
~340 undecillion
2001:db8::1
40 bytes (fixed)
No
Source only
Auto/DHCPv6
No
Mandatory
No (multicast)
Built-in
No
Unique Local
Integrated
Simplified

576 bytes minimum 1280 bytes minimum

Technical Differences

Address Resolution:



e [Pv4: Uses ARP (Address Resolution Protocol)
e [Pv6: Uses NDP (Neighbor Discovery Protocol)

Configuration:

e [Pv4: Typically requires DHCP or manual
e [Pv6: SLAAC (automatic), DHCPv6, or manual

Network Layer Security:

o [Pv4: IPsec optional, rarely implemented
e [Pv6: IPsec mandatory, built-in

Mobility:

e [Pv4: Mobile IP add-on, complex
e [Pv6: Native mobility support

Packet Processing:

o [Pv4: Routers can fragment packets
e [Pv6: Only source can fragment (Path MTU Discovery)

Transition Mechanisms
Dual Stack: Running IPv4 and IPv6 simultaneously
e Most common transition method
e Devices support both protocols
e Gradual migration possible
Tunneling: Encapsulating [Pv6 in IPv4 packets
e 6to4: Automatic tunneling
e Teredo: NAT traversal
o ISATAP: Intra-site tunneling

Translation: Converting between protocols

o NATO64: IPv6 to IPv4 translation
e DNS64: DNS translation for NAT64

Adoption Status

IPv4: Still dominant but addresses exhausted



e Continued use with NAT
o Regional exhaustion occurred 2011-2019
o Still runs majority of Internet traffic

IPv6: Growing but gradual adoption

e Major networks support [IPv6

e Google reports ~40% IPv6 adoption globally (2024)
e Government and enterprise leading adoption

e Consumer ISPs increasingly deploying

Use Case Recommendations
1Pv4:

e Legacy system integration

e Private networks with NAT

o Short-term deployments

e Systems that don't need Internet connectivity

e New network deployments

e IoT and connected devices

e Mobile networks

o Future-proofing infrastructure
o Eliminating NAT complexity
e Global direct connectivity

Part 4: Packets, Data, and Frames

Understanding Network Data Units

As data travels through network layers, it's encapsulated with different headers and called by
different names at each layer. Understanding these data units is crucial for network
troubleshooting and design.

Frame (Data Link Layer - Layer 2)

Definition: A frame is the data unit at the Data Link Layer (Layer 2). It encapsulates a packet
with Layer 2 header and trailer information.

Structure:



Header Packet Data Trailer FCS |

(MAC addr) | (Layer 3) | (Payload) (Checksum)|
|

Components:

1. Frame Header:
o Destination MAC address (48 bits)
o Source MAC address (48 bits)
o EtherType/Length (16 bits)
o VLAN tag (optional, 32 bits)
2. Payload:
o Network layer packet (IP packet)
o 46-1500 bytes for Ethernet
3. Frame Trailer:
o Frame Check Sequence (FCS)
o CRC error detection (32 bits)

Characteristics:

Scope: Local network (LAN) only

Addressing: Uses MAC (Media Access Control) addresses

Physical: Tied to physical hardware

Size: Typical MTU (Maximum Transmission Unit) is 1518 bytes for Ethernet
Error Detection: CRC checksum in trailer

Types of Frames:

Ethernet Frame: Most common LAN frame
Wi-Fi Frame: Wireless LAN frame (802.11)
PPP Frame: Point-to-Point Protocol

Token Ring Frame: Legacy LAN technology

Purpose:

e Node-to-node delivery on same network
e Physical addressing (MAC addresses)

o Error detection (not correction)

e Media access control

e Frame synchronization

Frame Processing:
o Created at source's Data Link Layer

e Travels through physical medium
o Examined by each device on the path



o Stripped and recreated at each router
e Delivered to destination MAC address

Example - Ethernet II Frame:

e Preamble: 7 bytes (synchronization)

o Start Frame Delimiter: 1 byte

e Destination MAC: 6 bytes

e Source MAC: 6 bytes

o EtherType: 2 bytes (protocol identifier)
o Payload: 46-1500 bytes

e FCS: 4 bytes (error checking)

o Total: 64-1518 bytes

Packet (Network Layer - Layer 3)

Definition: A packet is the data unit at the Network Layer (Layer 3). It contains the IP header
and the transport layer segment or datagram.

Structure:
IP Header Segment User Data
(Layer 3 info) (Layer 4) (Payload)

IPv4 Packet Header Components:

Version (4 bits): [P version (4 for IPv4)

Header Length (4 bits): Length of header

Type of Service (8 bits): QoS information

Total Length (16 bits): Entire packet size
Identification (16 bits): Fragment identification
Flags (3 bits): Fragmentation control

Fragment Offset (13 bits): Fragment position

Time to Live (TTL) (8 bits): Maximum hops

9. Protocol (8 bits): Upper layer protocol (TCP=6, UDP=17)
10. Header Checksum (16 bits): Error detection

11. Source IP Address (32 bits): Sender's address

12. Destination IP Address (32 bits): Receiver's address
13. Options (variable): Optional fields

14. Padding (variable): Alignment

PN R

IPv6 Packet Header (Simplified):

e Version (4 bits)
e Traffic Class (8 bits)



o Flow Label (20 bits)

o Payload Length (16 bits)

e Next Header (8 bits)

e Hop Limit (8 bits)

e Source Address (128 bits)

e Destination Address (128 bits)

Characteristics:

e Scope: Can travel across multiple networks (internetwork)
e Addressing: Uses logical IP addresses

o Routing: Routers use packet information

e Size: Variable, typically up to 65,535 bytes (IPv4)

o Fragmentation: Can be fragmented if too large

Purpose:

e End-to-end delivery across networks
e Logical addressing (IP addresses)

e Routing across internetworks

o Packet fragmentation and reassembly
e Error notification (ICMP)

Packet Journey:

Created at source's Network Layer
Routed through multiple networks
TTL decremented at each hop
Fragmented if necessary
Reassembled at destination
Delivered to Transport Layer

A

Key Functions:

e Routing: Determining path through network

e Addressing: Source and destination identification

o Fragmentation: Breaking into smaller pieces if needed

o TTL Management: Preventing infinite loops

e Protocol Identification: Identifying upper layer protocol

Data/Segment (Transport Layer - Layer 4)

Definition: At the Transport Layer, the data unit is called a segment (for TCP) or datagram (for
UDP). It contains the transport layer header and application data.

TCP Segment Structure:



TCP Header Application Data

(Layer 4 info) (Payload)
TCP Segment Header:

1. Source Port (16 bits): Sending application

2. Destination Port (16 bits): Receiving application
3. Sequence Number (32 bits): Data ordering

4. Acknowledgment Number (32 bits): Confirmation
5. Header Length (4 bits): Header size

6. Reserved (6 bits): Future use

7. Flags (6 bits): Control bits (SYN, ACK, FIN, RST, PSH, URGQG)
8. Window Size (16 bits): Flow control

9. Checksum (16 bits): Error detection

10. Urgent Pointer (16 bits): Urgent data location
11. Options (variable): Optional parameters
12. Padding (variable): Alignment

UDP Datagram Header (Simpler):

1. Source Port (16 bits)

2. Destination Port (16 bits)

3. Length (16 bits)

4. Checksum (16 bits)
Characteristics:

Scope: End-to-end between applications

Addressing: Uses port numbers

Connection: TCP is connection-oriented, UDP is connectionless
Reliability: TCP provides reliability, UDP doesn't

Size: Depends on application and protocol

Purpose:

Application-to-application delivery
Port-based addressing

Connection management (TCP)
Reliability and ordering (TCP)
Error detection

Flow control (TCP)

Segment/Datagram Processing:

1.

Created at source's Transport Layer



Encapsulated in IP packet

Travels transparently through network
Extracted at destination's Transport Layer
Reassembled if segmented (TCP)

Delivered to correct application via port number

SARNANE Sl el

Encapsulation Process (Complete Data Flow)
Sending Data (Top-Down):

Layer 7-5 (Application/Presentation/Session):

Application
Data

Layer 4 (Transport) - Creates Segment/Datagram:

TCP/UDP Application
Header Data

= SEGMENT (TCP) or DATAGRAM (UDP)

Layer 3 (Network) - Creates Packet:

Ip TCP/UDP Application
Header Header Data
= PACKET

Layer 2 (Data Link) - Creates Frame:

Frame Ip TCP/UDP Application Frame
Header Header Header Data Trailer
= FRAME

Layer 1 (Physical) - Transmits Bits:

1010101110100101... (Binary transmission)
= BITS

Receiving Data (Bottom-Up):

Each layer strips its header, processes the information, and passes the remaining data up to the
next layer until the application receives the original data.



Key Differences Summary

Aspect Frame Packet Segment/Datagram
Layer Data Link (2) Network (3) Transport (4)
Addressing MAC addresses IP addresses Port numbers
Scope Local network Across networks End-to-end
Header Info MAC, FCS IP, TTL, Protocol Port, Seq#, Flags
Purpose Node-to-node Network-to-network ~ App-to-app
Processed By Switches, NICs Routers End systems only
Size Limit MTU (~1500 bytes) Variable (up to 65KB) Variable
Changed? Yes (each hop) Modified (TTL) No (transparent)
Error Control Detection only Notification Detection/correction

Practical Example
Sending an email:

Application Layer: Email composed (SMTP data)

Transport Layer: TCP segment created with port 25 (SMTP)
Network Layer: IP packet created with source/destination IPs
Data Link Layer: Ethernet frame created with MAC addresses
Physical Layer: Bits transmitted over cable/wireless

MRS

At each router:

e Frame stripped (MAC addresses)

e Packet examined (IP addresses)

e New frame created for next hop

e Segment remains unchanged inside packet

At destination:
e Frame stripped
o Packet stripped

e Segment stripped
o Email data delivered to email application

Why Different Names Matter
Understanding these distinctions is crucial for:
e Troubleshooting: Identifying which layer has issues

e Network Design: Proper equipment selection
e Security: Implementing appropriate controls at each layer



e Performance: Optimizing at the correct layer
o Protocol Analysis: Using tools like Wireshark effectively

Conclusion

This assignment covered fundamental concepts of TCP/IP networking:

1. Connectionless vs Connection-Oriented: TCP provides reliable, ordered delivery with
overhead, while UDP offers speed without guarantees

2. Network Models: TCP/IP's practical 4-layer model and OSI's theoretical 7-layer model
both describe network communication

3. IPv4 vs IPv6: IPv4's address exhaustion led to IPv6's virtually unlimited address space
and improved features

4. Data Units: Frames (Layer 2), Packets (Layer 3), and Segments/Datagrams (Layer 4)
each serve specific purposes in data delivery

Understanding these concepts is essential for network administration, cybersecurity, and
developing network applications. As networks evolve, these foundational principles remain
constant, providing the framework for modern Internet communication.



